# Health Equity and the Fallacy of Treating Causes of Population Health as if They Sum to 100\% 

Numerous examples exist in population health of work that erroneously forces the causes of health to sum to $100 \%$. This is surprising. Clear refutations of this error extend back 80 years. Because public health analysis, action, and allocation of resources are ill served by faulty methods, I consider why this error persists.

I first review several highprofile examples, including Doll and Peto's 1981 opus on the causes of cancer and its current interpretations; a 2015 highpublicity article in Science claiming that two thirds of cancer is attributable to chance; and the influential Web site "County Health Rankings \& Roadmaps: Building a Culture of Health, County by County," whose model sums causes of health to equal 100\%: physical environment (10\%), social and economic factors (40\%), clinical care (20\%), and health behaviors (30\%).

Critical analysis of these works and earlier historical debates reveals that underlying the error of forcing causes of health to sum to $100 \%$ is the still dominant but deeply flawed view that causation can be parsed as nature versus nurture. Better approaches exist for tallying risk and monitoring efforts to reach health equity. (Am J Public Health. 2017;107:541-549. doi:10.2105/ A.JPH.2017.303655)
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Can the causes of population health be parsed into components that add up to $100 \%$ ? For example, can they be divvied up into $\mathrm{X} \%$ social and ( $100-\mathrm{X} \%$ ) biological (or, more specifically, genetic)? These questions are consequential for how health professionals and the broader public conceptualize determinants of health, and for policy decisions about allocation of resources to improve population health and promote health equity.

The quick answer is "no"causes of health cannot be forced to sum to $100 \%$. For at least 80 years, since the mid-1930s, the scientific and mathematical argument has been clear: to the extent that multiple factors contribute, independently and synergistically, to the causal pathways leading to any particular health outcome, the sum of their contributions must exceed $100 \% .^{1-8}$ Moreover, the percentage of variation in outcomes that is "explained" by particular factors is not equivalent to the proportion of risk causally attributable to these factors. ${ }^{1-4,8}$

Even so, the contemporary literature is studded with highprofile examples of works premised on the view that the causes of health sum to $100 \%$ and that also elide distinctions between explaining variation and quantifying causal impact. Three examples that I will discuss pertain to Sir Richard Doll and Sir Richard Peto's initial 1981 opus on the causes of cancer ${ }^{9}$ and its subsequent revision $^{10}$; a 2015 high-publicity
article in Science claiming two thirds of cancer is attributable to chance ${ }^{11}$; and several influential projects that seek to monitor and rank the health status and health determinants of US states and counties by using an approach that assumes that social, economic, medical, behavioral, and biological causes of health can be partitioned and summed to $100 \%{ }^{12,13}$

Why might such errors abound-especially in this era of quantitative, evidence-based approaches to public health and medicine? ${ }^{14,15}$ And why does what might, at first glance, seem like an arcane technical issue matter?

I present the novel argument that this problem persists because of entrenched views that causally pit nature versus nurture. ${ }^{1-3}$ What appears to be, at one level, a technical debate, is in fact much deeper-and deeply worrisome. Public health is ill served by inaccurate science. We cannot claim our arguments are evidence-based if the evidence is distorted to imply that causes of health sum to $100 \%$. As an alternative, I present more mathematically tenable and transparent approaches that are available to analyze the
determinants of population health and their contributions to health equity.

## FORCING CAUSES OF HEALTH TO SUM TO 100\%

Common to the 3 examples I present are 2 errors. One involves the misuse of population attributable fractions. The other is erroneously equating explaining variation with explaining causation.

## Example 1: "The Causes of Cancer"

Perhaps no better introduction to the tension between portraying the causes of risk as adding up to $100 \%$ versus knowing that, if there are multiple causes, the sum must be more than $100 \%$, is the classic 1981 article by Doll and Peto on "The Causes of Cancer: Quantitative Estimates of Avoidable Risks of Cancer in the United States Today" (Table 1). ${ }^{9}$ This article was commissioned by the US government to help inform priorities for the vividly named War on Cancer, declared 10 years earlier, in 1971, under the Nixon administration.

[^0]TABLE 1—Doll and Peto's "The Causes of Cancer" and the Changing Sum of Population Attributable Fractions: 1981 vs 1985

| Factor | Initial Presentation, 19819 ${ }^{\text {9(p1256): }}$ "Proportions of cancer deaths attributed to various different factors" |  | Revised Presentation, 1985 ${ }^{10(\text { p12 }): ~ " P e r c e n t a g e ~ o f ~ a l l ~ U . S . ~}$ or U.K. cancer deaths that might be avoidable" |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Best Estimate | Range of Acceptable Estimates | Best Estimate | Range of Acceptable Estimates |
| Tobacco | 30 | 25-40 | 30 | 25-40 |
| Alcohol | 3 | 2-4 | 3 | 2-4 |
| Diet | 35 | 10-70 | 35 | 10-70 |
| Food additives | <1 | -5-2 | <1 | -5-2 |
| Reproductive and sexual behavior | 7 | 1-13 | Sexual behavior: 1 <br> Yet-to-be-discovered analogs <br> of reproductive factors: up to 6 | $\begin{gathered} 1 \\ 0-12 \end{gathered}$ |
| Occupation | 4 | 2-8 | 4 | 2-8 |
| Pollution | 2 | $<1-5$ | 2 | 1-5 |
| Industrial products | <1 | $<1-2$ | <1 | $<1-2$ |
| Medicines and medical procedures | 1 | 0.5-3 | 1 | 0.5-3 |
| Geophysical factors | 3 | 2-4 | 3 | 2-4 |
| Infection | 10 ? | 1-? | 10 ? | 1-? |
| Unknown | ? | ? | $?$ | ? |
|  |  |  | Total: 200 or more ${ }^{\text {a }}$ |  |

${ }^{\text {a }}$ The 1981 table did not provide a row for "total"; however, the percentages of "best estimates" sum to $97 \%$, not including the unknown "?." By contrast, the 1985 version of the table stated, "Since once cancer may have two or more causes, the grand total in such a table will probably, when more knowledge is available, greatly exceed 200. (It is merely a coincidence that the suggested figures . . . happen to add up to about 100.)"10

The approach used by Doll and Peto to apportion risk was what may be termed the population attributable fraction (PAF). This concept was independently proposed in 1951 by Doll and by Cornfield, and in 1953 by Levin. ${ }^{7}$ Ever since, the epidemiological literature has had lively discussion on what this concept means and what formulas should be used for its computation. ${ }^{5-7}$ Indeed, in 2015, an entire issue of Annals of Epidemiology focused on the PAF. ${ }^{7}$

The basic idea is to calculate the percentage of cases that would have been prevented if everyone had the same risk of exposure as persons with the most favorable exposure (which potentially may be no exposure). ${ }^{5-7}$ The calculation of the PAF thus depends on both the prevalence of exposure and the
risk associated with the exposure (noting that it matters if this risk estimate does or does not take into account confoundingin other words, the presence of other factors that account for the observed exposureoutcome association but are not themselves affected by the exposure ${ }^{5,6}$ ).

A deceptively simple formula used to calculate the PAF in the presence of confounding is ${ }^{6}$
(1) $P A F=p d([R R-1] / R R)$,
where $p d$ equals the proportion of cases exposed to the risk factor, and $R R$ equals the adjusted relative risk for exposure to that risk factor. For example, if the adjusted RR equaled 3 , and the proportion of cases exposed to the risk factor was $30 \%$, the PAF would equal $80 \%$; if the adjusted RR equaled 2 and the proportion
of cases exposed were the same (30\%), the PAF would equal $45 \%$.

Many well-known threats exist to valid calculation and interpretation of the PAF. ${ }^{5-7}$ Apart from issues of confounding, questions abound, including (1) Is the underlying assumption of a true causal mechanism sound?; (2) How is measurement of the exposure and outcome affected by misclassification and uncertainty?; and (3) How is time accounted for? (e.g., in relation to the life course timing and duration of the exposure, the etiologic period, and the time period after exposure during which cases are accrued). None of these are simple questions with simple answers.

Even if ideal data existed to compute a PAF accurately, however, the critical point is that if different causes produce
an outcome, the sum of the PAF for separate causes necessarily must exceed $100 \% .^{5-7}$ Why? Consider the classic case of smoking, asbestos, and lung cancer. As concisely explained by Greenland and Robins in 1988, "if some persons develop lung cancer solely because of their exposure to asbestos and smoking, such persons will contribute to the excess and etiologic fractions for both asbestos and smoking," and in such a scenario, the attributable risks among the jointly exposed "can (and in fact do) sum to more than one." ${ }^{" 5(\mathrm{p} 1193)}$ Rather than consider this a problem, a 2002 report from the World Health Organization optimistically averred, "the key message of multicausality is that different sets of interventions can produce the same goal" ${ }^{16(p 18)}$ (Table A,
available as a supplement to the online version of this article at http://www.ajph.org).

In Doll and Peto's 1981 article, however, they transformed multicausality into a statistical nuisance, stating that "If a variety of factors commonly interact to produce cancer, this may greatly facilitate prevention of the disease, but it complicates the attribution of risk. ${ }^{"(p 1219)}$ Thus, despite being well aware that causal interaction between 2 agents meant "that it is inappropriate to present a neat balance sheet adding up to $100 \%$ indicating the proportion of all cancers that are preventable by strategies X, Y, and Z, ${ }^{9(p 1220)}$ in their famous table, shown in Table 1, they did just this, whereby the "proportions of cancer deaths attributed to various different factors" tallied to just under $100 \%$. ${ }^{9}$

As justification for their approach, Doll and Peto problematically posited that "the proportion of present-day U.S. cancer death rates that can be prevented by various separate methods is small." ${ }^{9(p 1220)}$ This questionable assumption allowed them to state,

We shall therefore ignore the anomaly in the rest of this paper and hope that, once it has been pointed out, no one will fall into the trap of adding together proportions that are not, in fact, mutually exclusive. ${ }^{9(p 1220)}$

Suggesting, however, that their caveat was unheeded, their PAFs were-and remainwidely quoted and interpreted as summing to $100 \%$ in both peer-reviewed scientific article and the popular media. ${ }^{17,18}$

Interestingly, in an update published by Peto in 1985, the table presented virtually identical PAFs, but included 1 radical change: a new line for
"total" percentage, equaling "200 or more," with the footnote acknowledging that PAFs can sum to more than $100 \%$ when a cancer has 2 or more causes ${ }^{10(\mathrm{p} 12)}$ (Table 1). The chapter also amplified a key point only alluded to in the 1981 article:

Cancer arises from three things: nature, nurture, and luck. In large populations nature and luck seem generally to average out and only nurture remains. So, study of cancer rates in relation to nurture tells us about the role of external factors, which is, both for government policy and for individual choices, the only thing of practical importance. ${ }^{10(p 6)}$

This cleavage of "nature, nurture, and luck" is fundamental to the rest of this analysis.

## Example 2: Two Thirds of Cancer Due to Chance

In January 2015, an article published in Science by Tomasetti and Vogelstein ${ }^{11}$ received enormous publicity-and backlashfor its controversial claim that two thirds of cancer is attributable to chance. ${ }^{19}$ Eliciting both admiration ${ }^{20}$ and caustic criticism $^{8}$ in major scientific journals, the article's relevance lies in its appeal to the idea that causes must sum to $100 \%$.

In brief, Tomasetti and Vogelstein posited that variation in cancer risk among organs (e.g., why colon cancer is common and bone cancer is rare) is the result of chance mutations arising from stem cell divisions (see the box on the next page). ${ }^{11(\mathrm{p} 78)}$ Considering a selected number of cancer sites, they found that "the lifetime risk of cancers of many different types is strongly correlated ( $r=0.81$ ) with the total number of divisions of the normal selfrenewing cells maintaining that
tissue's homeostasis." ${ }^{11(\mathrm{p} 78)}$ They then squared this correlation, to get an $R^{2}$ value, whereby $0.81 \times 0.81=0.65$, leading them to assert that " $65 \%$ ( $39 \%$ to $81 \%$; $95 \%$ CI [confidence interval]) of the differences in cancer risk among different tissues can be explained by the total number of stem cell divisions in those tissues." ${ }^{11(\mathrm{p} 78)}$ Premised on the view that causes sum to $100 \%$, they concluded that if $65 \%$ of cancer risk is attributable to chance (i.e., chance errors occurring in stem cell division), then "only a third of the variation in tissue risk among tissues is attributable to environmental factors or inherited predispositions." ${ }^{11(\mathrm{p} 78)}$

The article was immediately subjected to 2 kinds of criticisms. ${ }^{8,19,21}$ Biological critiques questioned the very data employed (e.g., extrapolation of mice data on stem cell replication to humans). ${ }^{21}$ Methodologically, the article was chastised for confusing explaining variation with explaining causation, ${ }^{8}$ a well-known error famously elaborated in Sir Geoffrey Rose's classic 1985 article "Sick Individuals and Sick Populations" (see the box on the next page). ${ }^{22}$

The larger point, articulated in the elegant and concise analysis by Weinberg and Zaykin, ${ }^{8}$ is that "one cannot partition causes into fractions that add up to $1, \% 8(\mathrm{p} 3)$ —and they further challenged the view that "chance" means prevention is not possible. They thus not only recalled Brian MacMahon's classic 1968 analysis of why phenylketonuria can legitimately be described as a disease whose etiology is $100 \%$ genetic and $100 \%$ environmental ${ }^{4}$ (see the box on the next page), but also extended the argument, by pointing out that $100 \%$ of prostate cancer could be framed as attributable to a chance (stochastic) eventinheriting a Y chromosome-but
this does not mean no other causes are at play, "some of which may be preventable. ${ }^{\circ(\mathrm{p} 3)}$

## Example 3: Summing Health Factors to 100\%

Constraining causes to add to $100 \%$ also problematically underlies the methodology of several current and highly influential efforts to rank US states and counties in relation to their health profiles and health determinants. ${ }^{12,13}$ These include County Health Rankings \& Roadmaps, which is funded by the Robert Wood Johnson Foundation ${ }^{12}$ (Figure 1), and America's Health Rankings, which focuses on state rankings and is sponsored by the United Health Foundation and the American Public Health Association ${ }^{13}$ (Figure A, available as a supplement to the online version of this article at http:// www.ajph.org). Both projects are intended to influence public and policymakers' awareness of health issues and to guide allocation of resources to improve health rankings and health equity.

Tellingly, for both initiatives, the sum of contributions of component factors equals $100 \%$. For County Health Rankings (CHRs), the contribution of the specified health determinants to the specified health outcomes total to $100 \%$ as follows: $10 \%$ for physical environment, $40 \%$ for social and economic factors, $20 \%$ for clinical care, and $30 \%$ for health behaviors. ${ }^{12}$ By contrast, for America's Health Rankings, the $100 \%$ is parsed, for a total score, as follows: $25 \%$ for behavior, $22.5 \%$ for community and environment, $12.5 \%$ for policies, $15 \%$ for clinical care, and $25 \%$ for outcomes. ${ }^{13}$

To support their choice of percentages, the projects' Web sites and methodological

## IS EXPLAINING 100\% OF VARIATION THE SAME AS ACCOUNTING FOR CAUSAL CONTRIBUTIONS? THE ILLUSTRATIVE CASE OF WHY THE CLAIM TWO THIRDS OF CANCER IS ATTRIBUTABLE TO CHANCE IS SPURIOUS

## a. Yes: Tomasetti and Vogelstein (2015) ${ }^{11}$

Abstract. "Some tissue types give rise to human cancers millions of times more often than other tissue types. Although this has been recognized for more than a century, it has never been explained. Here, we show that the lifetime risk of cancers of many different types is strongly correlated ( 0.81 ) with the total number of divisions of the normal self-renewing cells maintaining that tissue's homeostasis. These results suggest that only a third of the variation in cancer risk among tissues is attributable to environmental factors or inherited predispositions. The majority is due to 'bad luck,' that is, random mutations arising during DNA replication in normal, noncancerous stem cells. This is important not only for understanding the disease but also for designing strategies to limit the mortality it causes."(p78)


#### Abstract

b. No: Rose (1985) ${ }^{22}$ "If everyone smoked 20 cigarettes a day, then clinical, case-control and cohort studies alike would lead us to conclude that lung cancer was a genetic disease; and in one sense that would be true, since if everyone is exposed to the necessary agent, then the distribution of cases is wholly determined by individual susceptibility."(p32) "Within Scotland and other mountainous parts of Britain there is no discernible relation between local cardiovascular death rates and the softness of the public water supply. The reason is apparent if one extends the enquiry to the whole of the UK. In Scotland, everyone's water is soft. . . . Everyone is exposed, and other factors operate to determine the varying risk. Epidemiology is often defined in terms of study of the determinants of the distribution of the disease; but we should not forget that the more widespread is a particular cause, the less it explains the distribution of cases. The hardest cause to identify is the one that is universally present, for then it has no influence on the distribution of disease."(p32-33)

\section*{c. No: Weinberg and Zakin (2015) ${ }^{8}$} " $R^{2}$ does not explain much. . . Consider the following hypothetical thought experiment. Suppose an evil agent exposes the entire US population to a powerful new carcinogen that doubles the incidence of all 31 cancers. One might conclude that the fraction explained by this exposure must be one-half, because half the cases would not have occurred had they not been exposed; one might then reason that the fraction explained by stochastic errors in stem cell division would now be correspondingly smaller. But even with the new two-fold higher incidence numbers, the correlation would not change at all, because the points (all being on a log scale) would rigidly shift upward, each by $\log (2)$. The fraction of the variability in log incidence that is 'explained' (in the statistical sense) by the number of stem cell divisions would remain at 2-thirds. Similarly, if the population were administered an anticancer vaccine that could prevent the occurrence of half of cancers, regardless of type, the correlation would still be 2 -thirds. Clearly one cannot infer from the Tomasetti and Vogelstein data that 2 -thirds of cancer is unpreventably due to bad luck." "One cannot partition causes into fractions that add up to $1 . \ldots$. environmental exposures, germ-line genetic variants and random events like replicative errors typically act in concert; the effects cannot be treated as separable. It is a mistake to assume that one can partition etiologic factors into contributions that sum to 1.0 , as in the notion that two-thirds of cancers are due to bad luck and therefore at most one-third could be due to environmental and inherited genetic factors." "Because of joint effects, contributing causes often have attributable fractions that add to more than 1.0 . The intellectual disability syndrome secondary to phenylketonuria is a well known example where the fraction attributable to genetics is 1.0 , while the fraction attributable to environment is also 1.0 , because the outcome requires both a dysfunctional metabolic gene and an environmental exposure (dietary phenylalanine). As another example, the fact that $100 \%$ of prostate cancer is due to a stochastic event (the random inheritance of a $Y$ chromosome) does not relieve us of the need to search out other causes, some of which may be preventable."


publications ${ }^{12,13,23}$ state that they relied on expert input, literature reviews, and weights used by other analogous efforts. One such example is the highly cited 2002 article by McGinnis et al. ${ }^{24}$ Ranking genetic determinants higher, it stated,

[^1]patterns, 40 percent; and shortfalls in medical care, 10 percent. ${ }^{24(\mathrm{p} 83)}$

Having made this allocation, it also called for attention to intersections and interactions between these factors (Table B, available as a supplement to the online version of this article at http://www.ajph.org).

The CHR also provided as justification their "own analysis of the variation of outcomes explained by each factor,, ${ }^{23(\mathrm{p} 3)}$ an approach problematically replicated by 2 studies seeking to validate the CHR percentages. ${ }^{25,26}$

In these analyses, the 4 health factors on average explained only $54 \%$ of variation in health outcomes between counties within states-a far cry from $100 \%$, with this percentage strikingly ranging from a low of $2.7 \%$ for Arizona to a high of $87.2 \%$ for Wyoming. ${ }^{26}$ In addition, the finding that the relative contributions of the 4 factors to this $54 \%$ of explained variation "were largest for social and economic factors ( $47 \%$ ), followed by health behaviors (34\%); clinical care ( $16 \%$ ); and physical environment (3\%) ${ }^{26(p 132)}$
was curiously interpreted as meaning, "The findings provide support for the CHR model weightings" ${ }^{26(p 134)}$ _ when the results instead suggest, even by the flawed logic of the approach used, that the CHR weightings should effectively be halved (and a large "unknown" factor should be added).

The problem by now should be clear. Forcing causes of population health to sum to $100 \%$, whether framed in terms of PAF or via wrongly conflating explaining variation with explaining causation, is not


County Health Rankings model © 2014 UWPHI
Source. Adapted from Remington et al., ${ }^{23}$ which "is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly credited."

## FIGURE 1—Portraying the Determinants of Health as Summing to 100\%

accurate, methodologically or substantively. It is clearly disturbing that such flawed and discredited approaches to reckoning with causal contributions continue to be published in prestigious scientific journals and to be employed in major public health initiatives.

## THE ROOT PROBLEM OF NATURE VS NURTURE

Why does this problem of seeking to force causes to sum to $100 \%$ persist in public health
and medicine, despite multiple refutations? And what are the alternatives?

I submit that one key reason for the endurance of this scientific error is the longstanding preoccupation within science, medicine, and public health of pitting nature against nurture and arguing over which contributes more to shaping individuals' traits and population health. ${ }^{1-3,27}$ To the extent that these debates remain politically and ideologically fraught, so too will the scientific literature see repeated rounds of work that seek to make causes add up to $100 \%$-and rebuttals
demonstrating the fallacy of this approach. Better data alone will not resolve this issue. Intellectual clarity instead is required about the underlying intellectual and social tensions, to spur better understanding and methods.

In the box on the next page, I provide key examples drawn from the past century's substantive and statistical debates over quantifying the causal effects of nature and nurture. ${ }^{1-3,28-31}$ The Box starts with Sir Francis Galton's radical treatment, in 1874, of nature and nurture as disjoint, a view integral to eugenics (a term he coined) and its
promotion of better heredity, which in Galton's view trumped the environment. ${ }^{3,28}$ It extends to new insights from ecological evolutionary developmental biology ("eco-evo-devo") that productively challenge the flawed assumptions underpinning the nature versus nurture divide, ${ }^{29,30}$ building on the insight the renowned experimental embryologist, geneticist, and statistician Lancelot Hogben captured, in 1933, in his novel formulation, "the interdependence of nature and nurture." ${ }^{1(\mathrm{p} 91)}$ Aware of the political charge surrounding this issue, Hogben pointedly observed, "Curiously enough, eugenicists who profess to be interested in promoting knowledge about human inheritance bitterly oppose social reforms directed to equalize the human environment." ${ }^{1(\mathrm{p} 30)}$

As the excerpts provided in the box on the next page additionally make clear, by the mid-1930s, the contours of the causal problem were well defined, and the fatal flaw of equating explanation of variation with explanation of causation was well articulated. ${ }^{1-3,29,30}$ What is less appreciated is that also in the 1930s new ideas began to germinate, seeded by public health concerns, that anticipate the formal development of the PAF in the $1950 s^{7}$ —and that point to better ways of quantifying and communicating the impact of diverse factors on population health, a topic central to contemporary initiatives to promote Health in All Policies ${ }^{32}$ and to advance health equity impact assessment. ${ }^{33}$

Thus, in Hogben's 1933 parable (see the box on the next page), he tallied what the effect on childhood stunting would be if vitamin levels of vitamin-deprived children were raised to that of children with adequate vitamin

## FUNDAMENTAL DEBATES OVER PARTITIONING "CAUSE": "NATURE VS NURTURE" VS THE "INTERDEPENDENCE OF NATURE \& NURTURE"—FROM GALTON (1874) TO HOGBEN VS FISHER (1933) TO ECO-EVO-DEVO (2015)

## a. Sir Francis Galton: among the first (if not the first) to frame nature and nurture as disjoint domains (1874) ${ }^{28}$

"The phrase 'nature and nurture' is a convenient jingle of words, for it separates under two distinct heads the innumerable elements of which personality is composed. Nature is all that a man brings with himself into the world; nurture is every influence from without that affects him after his birth. The distinction is clear: the one produces the infant such as it actually is, including its latent faculties of growth of body and mind; the other affords the environment amid which the growth takes place, by which natural tendencies may be strengthened or thwarted, or wholly new ones implanted." ${ }^{(121)}$
"When nature and nurture compete for supremacy on equal terms in the sense to be explained, the former proves the stronger. It is needless to insist that neither is selfsufficient; the highest natural endowments may be starved by defective nurture, while no carefulness of nurture can overcome the evil tendencies of an intrinsically bad physique, weak brain, or brutal disposition." ${ }^{(p 12-13)}$
Insight from Keller (2010) ${ }^{3}$
". . . the assumption already implicit in Francis Galton's catchy phrase, 'Nature and Nurture' (1874) is that there exist two domains, each separate from the other, waiting to be conjoined. Galton was hardly the first to write about nature and nurture as distinguishable concepts, but he may have been the first to treat them as disjoint."(p11)
b. Lancelot Hogben-R.A. Fisher 1933 exchange over partitioning causation in relation to heredity vs environment: Hogben's emphasis on their interdependence (as informed by his own experiments with fruit flies under different conditions) versus Fisher's assertion of their independence. ${ }^{29(p 738-739, ~ 749)}$
Hogben to Fisher: "Suppose you say that 90 percent of the observed variance is due to heredity, do you mean that the variance would be reduced by 10 per cent, if the environment were uniform? Do you mean that the variance would be reduced by 90 per cent, if all genetic differences were eliminated? Perhaps you might think the question silly; but if you could suggest an alternative form of words, it might help."
Fisher to Hogben: "Dear Hogben, your question is a sound one . . . if each genotype has an equal chance of experiencing with their proper probabilities, each of the available kinds of environments, then the variance is additive, and the statements you have are equivalent."

Hogben to Fisher: "Dear Fisher, I don't think you quite got the difficulty I am trying to raise. It concerns an inherent relativity in the concepts of nature and nurture."
Fisher to Hogben: "You are on a question of non-linear interactions of environment and heredity ... it would be very difficult to find a case in which this would be of the least use, as exceptional types of interaction are best treated on their merits, and many become additive or nearly so as to cause no trouble when you choose a more appropriate metric."
Insight from Tabery (2008) ${ }^{29}$
"R.A. Fisher, one of the founders of population genetics and the creator of statistical analyses of variance, introduced the biometric concept as he attempted to resolve one of the main problems in the biometric tradition of biology - partitioning the relative contribution of nature and nurture responsible for variation in a population. Lancelot Hogben, an experimental embryologist and also a statistician, introduced the developmental concept as he attempted to resolve one of the main problems in the developmental tradition of biology - determining the role that developmental relationships between genotype and environment played in the generation of variation."(p717) Insight from Keller (2010) ${ }^{3}$
" . . . as the Swiss primatologist Hans Kummer remarked some years ago . . . trying to determine how much of a trait is produced by nurture, or how much by genes and how much by environment, is as useless as asking whether the drumming we hear in the distance is made by the percussionist or his instrument . . .the point is a logical one about which there ought, at least in principle, to be no debate: causes that interact in such ways simply cannot be parsed; it makes no sense to ask how much is due to one and how much to the other. ${ }^{(p 77)}$
"Questions about differences between groups require a different kind of analysis than do questions about individuals. . . . For group differences, the question we need to ask is, how much of the variation we hear in the sound of drums is due to variation in drummers, and how much is due to variation in drums? And to answer this question, we must turn to the statistical analysis of populations. Which is precisely how Fisher reformulated Galton's question, and he was clearly aware of the importance of such a shift. Introducing his very first paper on the topic, Fisher warned that while 'it is desirable on the one hand that elementary ideas . . . should be clearly understood; and easily expressed in ordinary language,' nonetheless 'loose phrases about the 'percentage of causation' which obscure the essential distinction between the individual and the population, should be carefully avoided' (1918, 399-400). Perhaps he even had Galton in mind."(p54)

Continued
levels. ${ }^{1(p 116-117)}$ He pointedly observed that if virtually all children were vitamindeprived, studies would not observe vitamin level to be
associated with stunting. His thought experiment thus anticipates Rose's 1985 insight that uniform exposure across groups means the exposure will not be
detected as a cause of group differences in outcomes, ${ }^{22}$ and underscores the problems of parsing cause without appreciation of context.

## AN ALTERNATIVE: HEALTH EQUITY PAFS

The alternative approached sketched by Hogben can be seen in more developed form in

## Continued

c. Hogben (1933) ${ }^{1}$-in which his chapter titled "The interdependence of Nature and Nurture,"( ${ }^{(\rho 91)}$ explained the fallacy of equating explaining variation with explaining cause, and argued for an approach to quantify causal impacts akin to the population attributable fraction.
"Clearly we are on safe ground when we speak of a genetic difference between two groups measured in one and the same environment or in speaking of difference due to environment when identical stocks are measured under different conditions of development. Are we on equally safe ground when we speak on the contribution of heredity and environment to the measurement of genetically different individuals or groups measured in different kinds of environments?... The question is easily seen to be devoid of a definite meaning." ${ }^{\text {( }}$ (97)
"On the basis of such statements as the previous quotation about stature [by Fisher], it is often argued that the results of legislation directed towards more equitable distribution of medical care must be small, and that in consequence we must look to selection for any noteworthy improvement in a population. . . The gross nature of the fallacy is easily seen with the help of a parable. Imagine a city after a prolonged siege or blockade ending over a number of years. The available supplies of food containing the necessary vitamins have long since been exhausted in the open market. Young children still growing are stunted in consequence and weigh on average 20 per cent. less than prewar children. One biochemist has a small stock of crystallized vitamins which he has reserved for his family of 4 , who grow up normally. There are, let us say, a million stunted children to 4 healthy ones. A party of rabid environmentalists is clamouring for peace. The Government appoints an official inquiry of statisticians. They report that far less than 1 per cent. of the observed variance with respect to body-weight is due to differences in diet, that the improvement produced by change in diet if peace were made would therefore be negligible, and that eugenic selection would solve the problem of how to keep a community alive with vitamins if the war could be prolonged for a few more millennia. It requires no subtlety to see what is wrong with this conclusion. If only 4 in a million and 4 children had sufficient vitamins for normal growth, the effect of differences in the vitamin content of the diet to the observed variance in the population would be a statistically negligible quantity. In spite of this, the mean bodyweight of the population could be increased by 30 per cent. if all children had received a ration with a vitamin content equivalent to the greatest amount available to any child in the same population."(p116-117)

Related insights from the new field of ecological evolutionary developmental biology ("eco-evo-devo") about the interdependence of nature and nurture, and the ubiquity of flexible phenotypes.
-From Gilbert and Epel (2015) ${ }^{30}$
"A quiet biological revolution, driven by new technologies in molecular, cell, and developmental biology and ecology has made the biology of the twenty-first century a different science than that of the twentieth. . . . Some unexpected ideas must be integrated into our new thinking about inheritance, development, evolution, and health. These include the following:

- Symbiosis. Once thought of as the exception to the rule of life, symbiosis is now recognized as a signature of life, including its development and evolution. We function, develop, and evolve as consortia.
- Developmental plasticity. Also thought of as an exception to the rules of life, developmental plasticity is also ubiquitous. A single genome can generate numerous phenotypes, depending on environmental conditions.
- Epialleles, environmentally induced modifications of the genome. Formerly considered impossible, such environmentally modified chromatin not only exists but can be inherited for many generations. ${ }^{\text {(p}}$ (.xiii)
" . . . 'eco-evo-devo' seeks to bring into evolutionary biology the rules by which an organism's genes, environment, and development interact to create the variation and selective pressures needed for evolution. ${ }^{(p . x i v)}$
-From Piermsa and van Gils (2011) ${ }^{31}$
"Bodies 'express ecology' by being sufficiently plastic, by taking on different structure, form or composition in different environments," including "phenotypic plasticity expressed by single reproductively mature organisms throughout their life, phenotypic flexibility - reversible within-individual variation."(p3)
How big is a python's gut or heart?-it depends: "Prey capture . . . elicits a burst of physiological activity, with drastic upregulation of many metabolic processes. Immediately, the heart starts to grow. With a doubling of the rate of heartbeat, and as blood is shunted away from the muscles to the gut, blood flow to the gut increases by an order of magnitude. Within two days, the wet mass of the intestine more than doubles." ${ }^{(p 85)}$
". . . the older identical twins become, the easier it is to tell them apart!. . . organisms and their particular environments are inseparable: changes in an individual's shape, size, and capacity will often be direct functions of the ecological demands placed upon them. Bodies express ecology." ${ }^{\text {" }}$ (174)
a new study that estimates the impact on premature mortality of raising the minimum wage to $\$ 15$ per hour in New York City. ${ }^{34}$ Results (including sensitivity analyses taking into
account the impact of such a raise on other income levels and also possible job loss) indicate not only what the impact could be on the on-average citywide reduction of
premature mortality rates (estimate $=4 \%$ to $8 \%$ decline, translating to 2800 to 5500 premature deaths prevented), but also how " $[\mathrm{m}]$ ost of these avertable deaths would be
realized in lower-income communities, in which residents are predominantly people of color." ${ }^{\text {" } 3(\mathrm{p} 1036)}$ Analogous methods have been used to estimate the proportion and number of
premature deaths that could be averted if everyone had the same (and already, not hypothetically, achieved) age-specific mortality rates as persons in the most affluent groups. ${ }^{35,36}$ These estimates do not require summing to $100 \%$ the contributions of the myriad specific and interdependent exposure-tooutcome pathways involved.

An additional positive feature of this PAF-based approach, building on the ranking approach of County Health Rankings ${ }^{12}$ and America's Health Rankings, ${ }^{13}$ is that it can lend itself to ranking which communities would benefit most from a change in exposures, albeit without constraining causes to add to $100 \%$. Thus, for any given community (however defined, for example, by geography or social or economic group), it would be possible to compute both the proportion and absolute number of adverse outcomes averted, were the distribution of exposures changed, thereby showing who would most benefit. The health equity impact could thus be transparently portrayed. Moreover, the magnitude of this impact could be compared across different scenarios involving diverse exposures, all without imposing the assumption that the contributions of component causes sum to $100 \%$. Such approaches could be used for not only within-country health equity analyses, but also for analyses concerned with PAFs involving between-country inequities and also the global burden of health inequities.

Granted, in this era of Big Data and fast computing, more computationally intensive simulation approaches, including agent-based modeling, could be used heuristically to quantify potential impacts of changing distributions and levels of
exposures. ${ }^{37}$ These approaches likewise do not require causes to be independent or to have their relative contributions sum to $100 \%$. As is well recognized, however, simulations are only as good as their data and their assumptions-and as Hogben also warned, when powerful statistical techniques are employed, it is always necessary to be alert to "the danger of concealing assumptions which may have no factual basis behind an impressive façade of flawless algebra." ${ }^{1(p 121)}$

The basic point is that the public's health and the work to attain health equity are both illserved by-and do not requiremethodological approaches that err in assuming causes sum to $100 \%$ and that confuse explaining variation with explaining causation. Nor need it be assumed that cause can be discretely portioned, in Peto's words, among "nature, nurture, and luck." ${ }^{10(p 6)}$ To the contrary, these 3 components are at play in every case and every non-case, and are in no way mutually exclusive. ${ }^{38,39}$

The signal contribution of population health sciences is that they render it possible to see (i.e., detect) the populationlevel forces not visible at the individual level that structure risks of exposure and outcomes across social groups. ${ }^{38,39}$ To quote from Hogben once again,

[^2]As this metaphor makes clear, it is essential to analyze causes and compute PAFs keeping in mind both space and place in the distribution of resources, powers, and structural determination of health inequities over time, within and across historical generations.

Indeed, as Greenland and Robins observed nearly 30 years ago, regarding the interpretation of PAFs,
[T]he dependency of epidemiologic measures on cofactor distributions points out the need to avoid considering such measures as biological constants. Rather, epidemiologic measures are characteristics of particular populations under particular conditions. . . ${ }^{5(p 1195)}$

By implication, PAFs and percentage variation explained are and must be historically contingent, and this is yet another reason that no fixed summing to $100 \%$ is possible.

In summary, in matters of life, health, and death, we humans, like other biological species, are not and never have been purely biological organisms or purely social beings; we are both, simultaneously. It is only through living in and engaging with our co-constituted societies and ecosystems, in real time, that we develop and express our existence as simultaneously social and biological beings. ${ }^{1,3,27,30,39,40}$ These are our embodied realities, as underscored by the ecosocial theory of disease distribution, with its emphasis on how we literally embody, biologically, our societal and ecological context, thereby producing population patterns of health, disease, and well-being. ${ }^{27,29}$

It is way past time to reject the false premises and logic of the
idea that causes can be discretely apportioned among nature, nurture, and chance, and, related, that component causes must add up to $100 \%$. Behind such approaches lie assumptions that involve deeper debates about causes of social inequalities, including in health, and untenable approaches to analyzing both biology and health, and, thus, health inequities. Public health claims to scientific rigor are compromised by inaccurate assumptions and methods. The focus should shift to valid and transparent methods to quantify the toll of health inequities and progress toward their eradication-and we have the technical capacity to use these approaches now. AJPH
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[^1]:    On a population basis, using the best available estimates, the impacts of various domains on early deaths in the United States distribute roughly as follows: genetic predisposition, about 30 percent; social circumstances, 15 percent; environmental exposures, 5 percent; behavioral

[^2]:    A human society may be crudely compared to a badly managed laboratory in which there are many cages each containing a pair of rats and their offspring. The rats are of different breeds. The cages are at different distances from the window. Different cages receive different rations. Rats in the same cage cannot all get to the feeding trough together. So some get more meal than others. The cage corresponds to the family as a unit of environment. The rats in each cage constitute the family as a genetic unit. ${ }^{1(p 107)}$

